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Abstract—Program debugging is a time-consuming task, and researchers have proposed different kinds of automatic fault localization techniques to mitigate the burden of manual debugging. Among these techniques, two popular families are spectrum-based fault localization (SBFL) and statistical debugging (SD), both localizing faults by collecting statistical information at runtime. Though the ideas are similar, the two families have been developed independently and their combinations have not been systematically explored.

In this paper we perform a systematical empirical study on the combination of SBFL and SD. We first build a unified model of the two techniques, and systematically explore four types of variations, different predicates, different risk evaluation formulas, different granularities of data collection, and different methods of combining suspicious scores.

Our study leads to several findings. First, most of the effectiveness of the combined approach contributed by a simple type of predicates: branch conditions. Second, the risk evaluation formulas of SBFL significantly outperform that of SD. Third, fine-grained data collection significantly outperforms coarse-grained data collection with a little extra execution overhead. Fourth, a linear combination of SBFL and SD predicates outperforms both individual approaches.

According to our empirical study, we propose a new fault localization approach, PredFL (Predicate-based Fault Localization), with the best configuration for each dimension under the unified model. Then, we explore its complementarity to existing techniques by integrating PredFL with a state-of-the-art fault localization framework. The experimental results show that PredFL can further improve the effectiveness of state-of-the-art fault localization techniques. More concretely, integrating PredFL results in an up to 20.8% improvement w.r.t. the faults successfully located at Top-1, which reveals that PredFL complements existing techniques.

Index Terms—Software engineering, Fault localization, Program debugging

I. INTRODUCTION

Given the cost of manual debugging, a large number of fault localization approaches have been proposed in the past two decades. Among all these approaches, two families of approaches have received significant attentions: spectrum-based fault localization (SBFL) [1]–[3] and statistical debugging (SD) [4]–[7]. Spectrum-based fault localization collects coverage information over different elements during test execution, and calculates the suspiciousness of each element using a risk evaluation formula. On the other hand, statistical debugging seeds a set of predicates into the programs, collects whether they are covered and whether they are evaluated to true during test executions, and calculates the suspiciousness of each predicate using a risk evaluation formula.

Though being similar in the sense of using runtime coverage information to find the suspicious elements, the two families have been developed mostly independently and researchers in each community explored different aspects of the approaches. In the domain of SBFL, different risk evaluation formulas have been proposed and compared both theoretically and empirically [8], [9]. In the domain of SD, different classes of predicates have been designed and studied [5]–[7], [10]–[14]. Since the basic ideas behind the two families are similar, a question naturally raises: whether is it possible to combine the strength of the two families and how would the combination perform?

To answer this question, we build a unified model that captures the commonalities of the two approaches. In this model, SBFL is treated as a kind of predicate in SD, SBFL risk evaluation formulas are mapped to SD risk evaluation formulas, and the suspicious scores of predicates are mapped back to program elements. In this way, we can combine the two approaches as a unified one and explore different variation points. Based on this model, we perform a systematic study to empirically explore four variation points.

Predicates In SD, a large number of predicates have been proposed. We explore the performance of different predicate groups, including three groups from SD and one group from SBFL. We also explore the performance of combinations of the groups.

Risk Evaluation Formulas Particularly in SBFL, a large number of risk evaluation formulas have been proposed. In this paper we evaluate how the different formulas perform over SD predicates.

Granularity of Data Collection Existing studies have seeded predicates at different granularities, e.g., at the method level or at the statement level. In this paper we explore the effect of seeding different predicates on the localization performance and the execution time.

Methods for Combining Suspicious Scores When mapping the suspicious scores from predicates to elements, we
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need to combine the suspicious scores of different elements into one. Here we consider two ways of combining the scores, the maximum of different predicates and the weighted sum of different predicates.

Our empirical study is carried out over Defects4J [15], a collection of real-world faults that are widely used in recent studies [16]–[19]. The empirical study leads to several findings, as listed below.

- Among all predicates, the predicates from branch conditions contribute most to the Top-1 recall of fault localization accuracy.
- Using SBFL formulas for SD predicates significantly increases the localization accuracy, a 227.9% increase in Top-1 compared with using original SD formula and a 52.7% increase compared with a revised SD formula.
- Collecting information at the statement level leads to 69.9% increase in localization accuracy with respect to Top-1 and 40.0% increase in execution time compared to the method level. However, the overall localization time is still small, i.e., less than three minutes.
- A linear combination of the suspicious scores from SBFL and SD predicates leads to the best results.

Inspired by the above findings, we proposed a new fault localization technique, PredFL, that combines the predicates of SBFL and SD under our unified model. The evaluation results show that PredFL could improve the state-of-the-art when further combined with other techniques. In summary, we make the following contributions in this paper.

- A unified model for combining two popular families of fault localization techniques, i.e., spectrum-based fault localization and statistical debugging.
- A systematic analysis to explore different combinations between SBFL and SD under the framework with respect to four variation points, which provides insights for future fault localization research.
- A new fault localization technique coming from the systematic analysis, PredFL, was evaluated via a contrast experiment on a state-of-the-art fault localization framework. The results show that PredFL complements existing techniques and could further improve their effectiveness. Especially, it achieved an up to 20.8% improvement w.r.t Top-1.

II. BACKGROUND

A. Spectrum-Based Fault Localization

Spectrum-based fault localization (SBFL) technique is one of the most popular approaches used in recent studies [20]–[23] because of its simplicity and efficiency. More concretely, when given a faulty program and a set of test cases in which at least one test failed, a typical spectrum-based fault localization approach collects coverage information for each program element while running test cases, and then employs a predefined risk evaluation formula to compute suspicious scores for program elements, which represent how likely the elements are faulty. The granularity of elements varies on demand, and common granularities include statement and method. Different spectrum-based fault localization approaches follow the same paradigm but use different formulas to compute the suspicious scores.

To make it more rigorous, we next give the general form of spectrum-based fault localization approaches formally. A program \( E \) is a set of elements. Given a program element \( e \in E \), we define the following notations:

- \( \text{failed}(e) \) denotes the number of failed test cases that cover program element \( e \).
- \( \text{passed}(e) \) denotes the number of passed test cases that cover program element \( e \).
- \( \text{totalfailed} \) denotes the number of all failed test cases.
- \( \text{totalpassed} \) denotes the number of all passed test cases.

A risk evaluation formula is a function mapping each element to a suspicious score based on the above four values. For instance, a popular formula in SBFL technique is Ochiai [24], which is defined as below.

\[
Ochiai(e) = \frac{\text{failed}(e)}{\sqrt{\text{totalfailed} \cdot (\text{failed}(e) + \text{passed}(e))}}
\]

This formula reveals the basic idea of spectrum-based fault localization approaches: the more frequently executed by failed test cases, the bigger the suspicious score of an element; the more frequently executed by passed test cases, the smaller the suspicious score, and thus demonstrates the relationship between test cases and program elements.

An SBFL approach assigns suspicious scores to elements based on a risk evaluation formula. Given a risk evaluation formula \( r \) and a program \( E \), a simple SBFL approach directly returns the suspicious score from \( r \) for each element, as follows.

\[
\text{SBFL}_{\text{simple}}^r(E) = \{(e, r(e)) \mid e \in E\}
\]

Recent approaches also consider collecting information at a granularity finer than the granularity of the target elements. For example, for method-level fault localization, several recent approaches [17], [18] first calculate the suspicious scores at the statement level, and then take the highest suspicious score of the inner statements as the suspicious score of the method. To model this behavior, we introduce a granularity function \( g : E \rightarrow 2^E \) that maps an element to a set of sub elements, and then compute the suspicious score for each of them. If we do not calculate suspicious scores at the sub element level, \( g \) just map an element to itself. Given a risk evaluation formula \( r \), a granularity function \( g \), and a program \( E \), an SBFL approach is defined as follows.

\[
\text{SBFL}^{r,g}(E) = \{(e, \max_{e_i \in g(e)} r(e_i)) \mid e \in E\}
\]

B. Statistical Debugging

Statistical debugging (SD) was originally proposed for remote debugging by Liblit. et al. [4], [5]. Given a faulty program, SD dynamically instruments the program with a set of predefined predicates. Then the program is deployed for execution, where the values of predicates during executions
are collected. Based on the information collected from many executions, SD identifies the important predicates that are related to the root cause of the failure.

More formally, given a program, we use a set \( P \) to denote the instances of predicates seeded into the program. Given a predicate instance \( p \in P \), we use the following notations to denote the information related to the predicate instance.

- \( F(p) \) denotes the number of failed executions where \( p \) is evaluated to true at least once.
- \( S(p) \) denotes the number of successful executions where \( p \) is evaluated to true at least once.
- \( F_0(p) \) denotes the number of failed executions where \( p \) is covered.
- \( S_0(p) \) denotes the number of successful executions where \( p \) is covered.

Similar to SBFL, SD uses a formula to determine the suspiciousness of a predicate, known as the importance score in the SD context. An importance formula \( i \) for SD is a function that maps an element to an importance score based on the above values. A standard importance formula [5] is defined as follows.

\[
\text{Importance}(p) = \frac{2}{\frac{1}{\text{Increase}(p)} + \frac{1}{\text{Sensitive}(p)}} \tag{2}
\]

where

\[
\text{Increase}(p) = \frac{F(p)}{S(p) + F(p)} - \frac{F_0(p)}{S_0(p) + F_0(p)}
\]

\[
\text{Sensitive}(p) = \frac{1}{\log(F(p))} + \frac{1}{\log(\text{totalfailed})}
\]

In Equation 2, the importance formula is the harmonic mean of two compositions, \( \text{Increase}(p) \) and \( \text{Sensitive}(p) \), where \( \text{Increase}(p) \) distinguishes the value distributions of predicate \( p \) for failed executions among all executions that cover \( p \), while \( \text{Sensitive}(p) \) captures how often failed test cases evaluate predicate \( p \) to true. The more frequently being true of predicate \( p \) in failed executions, the bigger the importance score of \( p \). The less frequently being true of \( p \) in failed executions, the smaller the importance score of \( p \). Hence, the importance formula reflects the relationship between test cases and the value of predicates. In the rest of the paper we shall refer the above importance formula as the SD formula. Particularly, when \( \text{totalfailed} = 1 \), the score of predicate is 0 to avoid “divide by zero” error according to the definition in the paper [5].

A typical SD approach uses three groups of predefined predicates: \textbf{branches, returns} and \textbf{scalar-pairs} [5].

- The \textbf{branches} group includes all conditional expressions and their negations in the program, such as the expression in an if statement.
- The \textbf{returns} group compares the method return value (if exists) with constant 0 with respect to a set of comparators, i.e., \( \neq, >, \leq, \geq, == \), and \( \neq \).
- The \textbf{scalar-pairs} denotes comparing the left-value of an Assignment with all in-scope variables or constants with the same type.

The three groups of predicates are inserted into different locations of the program. As described by the predicate definitions, the \textbf{branches} predicates are instrumented into the locations of conditional expressions, the \textbf{returns} predicates are instrumented into the locations of return statements while the \textbf{scalar-pairs} predicates are instrumented into the locations of assignments or variable declarations.

To model the seeding of predicates, we define the concept of seeding function. A seeding function \( s \) maps a program element to a set of predicate instances. By using different seeding functions, we get different sets of predicate instances.

Given an importance formula \( i \), a seeding function \( s \), an SD approach is a function mapping a program (a set of elements) to a set of predicate instances with their importance scores.

\[
SD^i_s(E) = \{(p, i(p)) \mid p \in s(e), e \in E\}
\]

III. THE UNIFIED MODEL

As we can see from the previous section, there are many commonalities between the two families of approaches, e.g., both approaches use a formula to score elements. Therefore, it is possible to build a model that combines the two approaches.

The basic idea of our model is to treat SBFL as a kind of predicate in SD. Since SBFL concerns about the coverage of an element, its behavior can be captured by a predicate “True”, which evaluates to true whenever the element is covered. Formally, given an instance of predicate \( \text{True} \) at element \( e \), \( \text{True} \), we define its runtime information as follows.

\[
F(\text{True}^e) = F_0(\text{True}^e) = \text{failed}(e)
\]

\[
S(\text{True}^e) = S_0(\text{True}^e) = \text{passed}(e)
\]

Also, we would like to use the SBFL formulas for SD predicates. Since SBFL relies on function \( \text{failed}() \) and \( \text{passed}() \), we need to make these functions work for predicate instances. Given a predicate instance \( p \), we define the following.

\[
\text{failed}(p) = F(p)
\]

\[
\text{passed}(p) = S(p)
\]

Please note here we use \( F(p) \) and \( S(p) \) instead of \( F_0(p) \) and \( S_0(p) \), because choosing the latter two would lead to the same suspicious score for all predicates inserted at the same elements. In other words, we view each predicate as a sub element that captures a subset of states at a specific program point. Based on this unification, we shall not distinguish risk evaluation formulas and importance formulas and address them uniformly as risk evaluation formulas.

Furthermore, SBFL and SD have different results: while SBFL gives a list of suspicious program elements, SD gives a list of important predicates. To unify the results, we return a list of suspicious elements in the unified model. We assume the existence of a high-order function that aggregates the importance scores of each predicate instance to produce the suspicious score of the program element, called combining method. A combining method \( c \) is a function that takes a seeding function \( s \), a risk evaluation formula \( r \) and an element \( e \), and produces the suspicious score of \( e \). A basic combining
method is to take the maximum importance score of all predicates.
\[ c(s, e, r) = \max_{p \in s(e)} r(p) \]

Putting everything together, we can define the unified approach of SBFL and SD. Given a seeding function \( s \), a risk evaluation formula \( r \), a granularity function \( g \), and a combining method \( c \), a unified approach is defined as follows.

\[ UNT_s(r, g, c)(E) = \{ c(s(e), r) \mid e \in E \} \] (3)

As we can see from equation 3, the unified approach is parameterized on four components, \( s \), \( r \), \( g \), and \( c \). In the following sections we shall systematically explore the variations of the four components.

IV. EMPIRICAL STUDY SETUP

In this section, we systematically explore the variations of the four components in the unified model. We first explain the research questions, then introduce the experiment setup including the subjects used in the experiment and the variations for each component. Finally, we present the evaluation metrics and experiment implementation.

A. Research Questions

1) Which kinds of predicates are most important?
   After treating SBFL as a predicate in the unified model, we have an even richer set of predicates than SD approaches. In this question, we explore the effectiveness of different predicate groups and understand which kinds of predicates contributed the effectiveness most.

2) How does the risk evaluation formula impact the effectiveness of fault localization?
   Existing researches have both theoretically and empirically studied different risk evaluation formulas in the SBFL scenario [8], [9]. In this research question, we also selected a set of representative formulas to explore the effects of different ones under our unified model.

3) How does the granularity of data collection impact the fault localization result?
   Recently proposed method-level fault localization approaches collect program coverage data from two different granularities, which are statement level [17], [18] and method level [25]. Intuitively, the finer the granularity, the better localization accuracy and the longer execution time. However, this intuitive proposition has not been evaluated in existing studies, nor it is clear how much the increases at localization accuracy and execution time will be. Therefore, in this question, we aim to explore the impact of different granularity functions to the effectiveness and efficiency of fault localization approach via a contrast experiment.

4) How does combining method among different predicates impact the effectiveness of fault localization?
   In the unified model, we need to combine the suspicious scores of the predicates to form the scores of the program elements. In this research question we explore two basic ways of combination: the maximum suspicious score of all predicates and the linear combination of all suspicious scores (details in Section IV-C4).

B. Subject Projects

We conducted the experiments on the Defects4J [15] (v1.0.1) benchmark, which is a commonly used dataset in automatic fault localization [17], [25] and program repair studies [21], [23], [26]–[33]. It contains 357 real-world faults from five large open source projects in Java language. JFreeChart is a framework to create chart, Google Closure is a JavaScript compiler for optimization, Apache commons-Lang and commons-Math are two libraries complementing the existings in JDK, while Joda-Time is a standard time library. The subjects involve diversity applications with different scales (from 22k to 96k LOC) of source code, which is listed in Table I.

<table>
<thead>
<tr>
<th>Project</th>
<th>#Bugs</th>
<th>#KLoC</th>
<th>#Tests</th>
</tr>
</thead>
<tbody>
<tr>
<td>JFreeChart</td>
<td>26</td>
<td>96</td>
<td>2,205</td>
</tr>
<tr>
<td>Apache commons-Math</td>
<td>106</td>
<td>85</td>
<td>3,602</td>
</tr>
<tr>
<td>Apache commons-Lang</td>
<td>65</td>
<td>22</td>
<td>2,245</td>
</tr>
<tr>
<td>Joda-Time</td>
<td>27</td>
<td>28</td>
<td>4,130</td>
</tr>
<tr>
<td>Closure compiler</td>
<td>133</td>
<td>90</td>
<td>7,927</td>
</tr>
<tr>
<td>Total</td>
<td>357</td>
<td>321</td>
<td>20,109</td>
</tr>
</tbody>
</table>

In the table, column “#Bugs” denotes the total number of faults in the benchmark, column “#KLoC” denotes the average number of thousands of lines of code in a faulty program, and column “#Tests” denotes the total number of test cases for each project.

C. Experiment Configuration

To answer the research questions above, we first define a set of variations for each component of our model, and together these variations form a four-dimensional design space of the combined approach. Since the whole space is large and not feasible to fully traverse, we first choose a default configuration, which was selected by a pilot study on 20 bugs randomly sampled. To ensure the representativeness of the selected bugs, we evenly and randomly sampled 4 bugs from each project in Defects4J benchmark shown in Table I. Then, each time we change one component over the default configuration in the evaluation. In the following we introduce the variations we considered for the four components, as well as the default variation we choose for each component.

In our study we focus on method-level fault localization. That is, the fault localization method assigns a suspicious value for each method. As argued by several existing studies [25], [34], method level is more suitable for developers than other granularities such as file level and statement level.

1) Predicates: To explore the performance of different predicates, we follow the original classification of statistical debugging that divides the predicates into three groups, i.e., branches, returns and scalar-pairs. Additionally, we consider
the predicates of SBFL as a separate group. Therefore, in total there are four groups of predicates.

Especially, when we study a specific group of predicates, the scores of predicates in other groups will be always 0 since they are not seeded. However, for other explorations, we use all the predicates (i.e., all four groups of predicates) by default.

2) Risk Evaluation Formulas: To compare the difference of effectiveness among risk evaluation formulas, we selected seven formulas in total, five from spectrum-based fault localization and two from statistical debugging. According to the definition in Section II-B, when totalfailed = 1, a prevalent case in Defects4J benchmark, the score of predicate will be 0. To mitigate this influence, besides the original SD formula, we additionally employed a formula derived from it with minor changes, called NewSD. Table II presents the definitions of all formulas used in our evaluation except SD, which is defined by Equation 2.

 Particularly, we use the Ochiai, commonly used in recent studies on fault localization [16] and program repair [21], [23], [30], as the default risk evaluation formula in our experiments.

<table>
<thead>
<tr>
<th>Name</th>
<th>Formula</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ochiai [24]</td>
<td>( r(p) = \frac{\text{failed}(p)}{\sqrt{\text{totalfailed}(\text{failed}(p)) \cdot \text{passed}(p)}} )</td>
</tr>
<tr>
<td>Tarantula</td>
<td>( r(p) = \frac{\text{failed}(p) \cdot \text{totalpassed}(p)}{\text{totalfailed}(p) \cdot \text{passed}(p)} )</td>
</tr>
<tr>
<td>Barinel [35]</td>
<td>( r(p) = 1 - \frac{\text{failed}(p) \cdot \text{passed}(p)}{\text{totalfailed}(p) \cdot \text{totalpassed}(p)} )</td>
</tr>
<tr>
<td>DStar‡ [36]</td>
<td>( r(p) = \frac{\text{failed}(p)}{\text{passed}(p) + \text{totalfailed} - \text{failed}(p)} )</td>
</tr>
<tr>
<td>Op2 [37]</td>
<td>( r(p) = \frac{\text{failed}(p) \cdot \text{passed}(p)}{\text{totalfailed}(p) \cdot \text{totalpassed}(p) + 1} )</td>
</tr>
<tr>
<td>NewSD†</td>
<td>( r(p) = \frac{\text{failed}(p) \cdot \text{passed}(p)}{\text{totalfailed}(p) \cdot \text{totalpassed}(p) + 1} )</td>
</tr>
</tbody>
</table>

The variable * in the formula is greater than 0. Here, we set its value as 2, which is also employed by previous study [16].

† Function Increase\( (p) \) in NewSD is the same as it is in Equation 2.

‡ Function Increase\( (p) \) in NewSD is the same as it is in Equation 2.

3) Granularity of Data Collection: To localize faults in methods, we explore two granularity functions that respectively collect predicate coverage data at method level and statement level. The granularity function at statement level maps each method to the set of statements inside the method, while the granularity function at method level maps each method to a set containing itself.

The default variation for the granularity function is the one at statement level.

4) Methods for Combining Suspicious Scores: In this paper, we use “max” or “linear” functions to combine all predicates. However, when using linear combination, the number of components should be fixed, so we linearly combine SBFL predicates with all the rest under our unified model. We call these two combining methods as MAXPRED (i.e., MAX score of Predicates) and LINPRED (i.e., Linear score combination of Predicates), respectively. More formally, when given a seeding function \( s \) and a risk evaluation function \( r \), we define the combining methods as follows.

**MAXPRED** Given a program element \( e \), we compute its suspicious score as the maximum score of all predicates related to it, i.e., \( c(s,e,r) = \max_{p \in s(e)} r(p) \).

**LINPRED** Given a program element \( e \), we partition the predicates related to it into two standalone sets: \( P_1 \) and \( P_2 \), where \( P_1 \cup P_2 = s(e) \) and \( P_2 \) contains one predicate from SBFL while the others constitute \( P_2 \). Then, the combining method is defined as \( c(s,e,r) = (1-\alpha) \cdot \max_{p \in P_1} r(p) + \alpha \cdot \max_{p \in P_2} r(p) \), where \( \alpha \in [0,1.0] \).

Particularly, we set the default variation for the combining method in the experiments as LINPRED, and the default coefficient is \( \alpha = 0.5 \).

D. Evaluation Metrics

To evaluate the effectiveness of fault localization techniques, we employed two metrics that are usually employed by existing studies.

Recall of Top-\( k \). This metric is used to measure how many faults can be located within top \( k \) program elements among all candidates. In a survey conducted by Kochhar et al. [34], 73% practitioners think that inspecting 5 program elements is acceptable and almost all practitioners agree that 10 elements are the upper bound for inspection within their acceptability level. Therefore, in this paper, we consider ranks within top \( k \) locations, where \( k \in \{1,3,5,10\} \). Moreover, we take the mean rank of a program element to break the tie when multiple elements have the same suspicious scores like exiting approaches [16], [38]–[40]. Specifically, we use ceiling function to normalize ranks to integers.

**EXAM Score.** This metric is used to measure the percentage of program elements that need to be inspected by developers among all candidates before reaching the first desired faulty element, reflecting the relative ranks of faulty elements among all candidates and the overall effectiveness of a fault localization approach. As a result, many previous studies [16], [41], [42] employed this metric as well. The smaller the **EXAM** score is, the better the result is.

E. Implementation

To collect coverage information for program element at runtime, we implemented a program instrument framework that can statically instrument programs at both statement and method level in the source code. This framework is built atop the Eclipse Java Development Tool (JDT) library\(^1\), which is a Java source code manipulation framework that provides plentiful operations to Java code, such as source code deletion, insertion and replacement. Besides, it also provides the ability to parse types of variables or complex expressions, which is helpful for generating predicates of statistical debugging since those predefined predicates depend on the types of variables or expressions. Moreover, the instrumented program can preserve the semantics of the original program and is free from side effects. Our implementation is publicly available at https://github.com/xgdsmileboy/StateCoverLocator.

\(^1\)https://www.eclipse.org/jdt
V. Result and Analysis

In this section, we present our experimental results in detail with respect to the research questions introduced in Section IV-A.

A. Effectiveness of Individual Predicates

In this section, we explore the effectiveness of four different groups of predicates explained in Section IV-C1, and their results are shown in Figure 1, where x-axis denotes different groups of predicates, while y-axis denotes the percentages of faults that successfully located within the corresponding Top-k recall. Additionally, we present the corresponding EXAM score beneath the group names of predicates. For all following figures, we employ the same notations consistently for all figures and will not introduce them redundantly later.

From the figure we can see that the predicates of branches achieved the best result with respect to Top-1 against any other group of predicates, but the predicates from SBFL are also effective since it achieved the best result on Top-3 and obtained the best EXAM score. Compared with the other two groups of predicates, i.e., returns and scalar-pairs, the results show that the predicates of branches perform significantly better with about 0.3-1.8 times improvements in terms of Top-1. Besides, the EXAM scores of both SBFL and branches are merit against the others. Then, we further analyzed the reason for this, and found that a majority of faults are related to existing conditional expressions, included by both SBFL and branches, which was also observed by previous studies [43]. Furthermore, to investigate whether different groups of predicates complement each other, we analyzed the fault localization results of several sampled combinations of different group predicates, and present their results in Figure 2.

From the figure we can find that the combination of predicates from SBFL and branches achieves almost the same result with the approach using all the predicates (the first column in the figure), and outperforms the other combinations, where the improvements are from 8.7% to 42.4% on Top-1. Moreover, by comparing Figure 1 and 2, the combined approaches are superior to those with standalone group of predicates in terms of either Top-1 or EXAM score, which denotes that different groups of predicates complement each other to some extent. Furthermore, the most contributors of the combined approach are predicates from SBFL and branches of SD. The figure also presents that the combination of these two groups of predicates performs as good as that using all predicates and better than others.

**Finding 1.** Among all predicates, those from existing branch conditions and the SBFL predicates are two most important groups that contribute to the accurate fault localization result in our experiment. Moreover, existing conditions contribute most to our combined approaches with respect to Top-1.

B. Different Risk Evaluation formulas

Figure 3 presents the fault localization results of LINPRED when employing different risk evaluation formulas. This figure shows the Top-k recall and EXAM score for each formula. In the figure, “SD” denotes the risk evaluation formula of original statistical debugging defined by Equation 2. The other formulas are defined in Table II. As shown in the figure, there is no significant difference for both Top-k and EXAM score among the results except for those of “SD” and “NewSD”, which is consistent with the previous studies that different risk evaluation formulas do not produce significant difference on fault localization results. However, we can notice the difference between two different kinds of formulas, i.e., formulas of SBFL and statistical debugging, where the former significantly outperform the latter in our experiment with an up to 227.9% increase at Top-1 against the original SD formula.

As explained in Section II-B, the SD formula was originally designed for remote sampling, where usually more than one failed test case exist. However, in our evaluation scenario, usually a bug is triggered by only one test case. The result comparison shows that this has a great impact on the effectiveness of SD formula since NewSD successfully located double number (26.9% vs 12.9%) of faults at Top-1 compared with the SD formula. However, it is still lower than the results of SBFL formulas, which located on average 39.7% faults at Top-1. It reveals that the formulas from SBFL are better at
Finding 3. Fine-grained data collection (statement level) contributes 69.9% better fault localization result than the coarse-grained data collection (method level).

However, scalability is also essential to fault localization approaches to make it practical. In the study conducted by Kochhar et al. [34], the satisfaction rate of practitioners increases along with the scalability of fault localization approaches. It is intuitive to us that finer granularity tend to cause larger overhead to data collection since more predicates will be considered and gathered, thus we analyzed the execution overhead under different data collection functions as well. We found that on average the predicates collected at statement level is much more than those collected at method level (about 4.1 times), while the test execution time is only 1.4 times. Moreover, the execution time of either statement or method level data collection is still less than three minutes on average (usually hours for mutation-based fault localization), which is relatively small and denotes the increase of predicates does not heavily damage the efficiency of fault localization approaches.

Finding 4. Statement-level data collection results in 4.1 times as many predicates as method-level, while uses 1.4 times as much as execution time. The overall execution time is still less than 3 minutes.

C. Different Granularity of Data Collection

In this section, we explore the effectiveness of fault localization approaches under different granularity functions of data collection. Figure 4 presents the statistical results of our experiment, where the x-axis denotes the granularity of data collection, i.e., statement and method level in our evaluation.

Fig. 4: Comparison of fault localization results under statement and method level data collection.

Based on the figure, the fault localization result when collecting predicate data at statement level is much better than that at method level with respect to both the recall of Top-k (k=1,3,5,10) and the EXAM score. More specifically, the former increased up to 69.9% with respect to Top-1 against the latter. This result reflects the fine-grained data collection has a more powerful capability to distinguish fault-related program elements, which is consistent with our intuition.

D. Different Combining Methods

In this section, we compare the effectiveness of fault localization approaches using different combining methods under our unified model, which are MAX_PRED (using “max” function) and LIN_PRED (using “linear” function) as introduced in Section IV-C4. We present our experimental results in Figure 5. In order to understand the improvement on effectiveness of the combined approaches against individuals, we also redundantly show the results of traditional SBFL and SD approaches in the figure.

Fig. 5: Result comparison among traditional SBFL and SD approaches with the combined methods.

From the figure, the combined approaches can improve both the original SD and SBFL techniques with respect to Top-1. However, we can notice that the improvements are quite different, where the result of MAX_PRED is almost the same
with SBFL while the result of LINPRED is much better than all
the others with respectively 227.9% and 32.6% improvements
against traditional SD and SBFL. In fact the reason is simple,
on the one hand, both groups of predicates from SBFL and SD
contain existing conditions, which contribute the most to Top-
1 as concluded in the previous evaluation. On the other hand,
both predicates from these two groups potentially contain
predicates that will damage the fault localization accuracy, i.e.,
predicates with high suspicious scores at non-faulty locations,
we call these predicates noises.

Take the fault Math-72 as an example, when only employing
individual predicates (either from SBFL or SD), two candidate
faulty methods ($m_1$ and $m_2$ for SBFL, $m_1$ and $m_3$ for SD)
share the highest rank with the same suspicious score as
1.0, respectively, resulting in the faulty method ranked 2nd.
Therefore, after taking the linear combination, LINPRED suc-
sessfully ranked the faulty method $m_1$ at top 1 with mitigating
the noises from individual sources, which cannot be overcome
by MAXPRED. As a result, the improvement of LINPRED is
significant but not that of MAXPRED. Moreover, the result
indicates that these two sources of predicates, predicates from
SBFL and SD, complement each other only if we take the
proper combination of them.

As a matter of fact, in theory (see Section II-A and
Section II-B) both SBFL and SD predicates have limitations.
For SBFL, since all the predicates related to different program
elements are constant True, they cannot distinguish program
elements in the same execution path though the program
states [44] at these program elements can be different. On
the other hand, for SD, since the predicates only exist at some
selective locations, e.g., the location of conditional expression,
they will fail to identify those faulty elements that do not
contain them. However, by combining the predicates from
these two source, the predicates from SBFL can alleviate the
predicate absence of SD in some program elements while the
more concrete predicates from SD can assist SBFL in better
distinguishing program elements in a same path.

For example, the following code snippet comes from the
Math project.

```java
// public double getSumSquaredErrors() {
  return sumYY-sumXY*sumXY/sumXX;
}
```

Listing 1: Faulty code snippet of Math-105 in Defects4J.

In the code snippet, the return statement in line 2 is faulty,
whose repair code is shown in line 3. Individually based on
the predicates from SBFL, the faulty location was ranked
8th among all the candidate locations. However, after in-
volving the SD predicates, the ranking of the faulty lo-
cation ranked 1st. The key contributor is the predicate of
$sumYY-sumXY*sumXY/sumXX<0$ defined by returns in SD,
which exactly captures the root cause of the fault. Similarly, as
another example, for the fault Math-53, the faulty method does
not contain any predicates of SD, causing it ranked relatively
low (rank 6th). However, the combined approach successfully
ranked the faulty method at Top-1.

From the above explanation, both the complementarity and
the individual limitations should be deliberated to design a
relatively good combining method. Therefore, we further ex-
plored different coefficient values $\alpha$ of the linear combination
and presented the results in Figure 6.

From this figure, LINPRED is always superior to the original
SBFL approach (when $\alpha=0$) with respect to the recall of Top-
1 though the improvements varies along with the value of
$\alpha$. Particularly, when $\alpha$ falls into the interval of [0.4-0.8],
LINPRED performs best. All in all, the combining approaches
are relatively merit. However, we only explored several simple
combinations in this paper, i.e., MAXPRED and LINPRED,
more thorough investigations of potential combinations will
be studied in future work.

Finding 5. The linear combination of SBFL and
SD predicates (LINPRED) performs 23.2% better w.r.t
Top-1 compared to the combination with “max” func-
tion (MAXPRED). Especially, when the coefficient falls
into [0.4, 0.8], LINPRED achieves the best result.

VI. PREDFL AND ITS PERFORMANCE

According to the previous analysis, we could find that
the combined approach under the unified model is effective
and better than each standalone technique. Additionally, from
the experimental results, we can conclude that the combined
approach with the default configurations for all variations is
relatively merit in contrast with others. Therefore, we propose
a new fault localization approach via instantiating the unified
model with all default configurations, i.e., collecting all groups
of predicates at statement level and linearly combining pred-
icate scores computed with Ochiai formula. For convenient
reference, we call this approach as PREDFL.

Although standalone fault localization approaches have
gained a big success [24], [44]–[46] in the last decade,
recently researchers have noticed the benefit of combining
different data sources or existing fault localization techniques
to improve state-of-the-art techniques. Based on the previous
investigation, each standalone approach has advantages and
limitations. Therefore, by combining different kinds of techniques, it potentially could exert their strength while mitigating limitations. As a result, such combining techniques already benefit state-of-the-art fault localization approaches [17]–[19], [38]. Since different information have been utilized by these combining techniques, hence a question naturally raises, whether our approach (PREDFL) is already implicitly covered by existing techniques. In other words, is PREDFL complementary to existing techniques?

Therefore, in this section we explore the potential of PREDFL to improve state-of-the-art fault localization techniques, for which we integrated PREDFL with a state-of-the-art fault localization framework developed by Zou et al. [19], COMBINEFL for short. It has achieved better fault localization results compared with other state-of-the-art approaches, including MULTRIC [17], Savant [25], TraPT [17] and FLUCCS [18].

As a result, to check whether our approach is complementary to existing approaches, we combine our approach with this framework and check whether the combination brings any improvements. More concretely, the current implementation of COMBINEFL consists of spectrum-, mutation-, history- and IR-based fault localization techniques [24], [36], [45], [47]–[49], stacktrace analysis [50], dynamic slicing [51]–[53] and predicate switching technique [44]. Different techniques can be freely assembled. Especially, based on the time used to perform fault localization (including data collection) of different techniques, they are further classified into four levels and listed in Table III. For example, if we would like to locate the faulty elements within minutes, we can use all the techniques in Level 1 and Level 2 together. According to our empirical study results in Section V, the execution time of PREDFL is less than three minutes. Therefore, in this contrast experiment, we also selected the same execution time configuration, i.e., integrating PREDFL with those techniques in Level 2 (techniques in Level 1 were included). Additionally, we employed Level 4 as well since it contains almost all existing techniques, where we fed the results of PREDFL together with those of other techniques into the framework. Also, we performed method-level fault localization on Defects4J benchmark.

TABLE III: Different integration levels of COMBINEFL framework according to execution time.

<table>
<thead>
<tr>
<th>Time Level</th>
<th>Family</th>
<th>Technique</th>
</tr>
</thead>
<tbody>
<tr>
<td>Level 1 (Seconds)</td>
<td>history-based stack trace</td>
<td>Bugspots stack trace</td>
</tr>
<tr>
<td></td>
<td>IR-based</td>
<td>BugLocator</td>
</tr>
<tr>
<td>Level 2 (Minutes)</td>
<td>slicing</td>
<td>union, intersection and frequency</td>
</tr>
<tr>
<td></td>
<td>spectrum-based</td>
<td>Ochiai and DStar</td>
</tr>
<tr>
<td>Level 3 (~ Ten minutes)</td>
<td>predicate switching</td>
<td>predicate switching</td>
</tr>
<tr>
<td>Level 4 (Hours)</td>
<td>mutation-based</td>
<td>Metallaxis and MUSE</td>
</tr>
</tbody>
</table>

Table IV presents the results in detail. From the table, we can see that after integrating our approach, all the results are improved from 4.8% (75.9% vs 79.6%) to 20.8% (48.7% vs 40.3%). Furthermore, PREDFL even improves the fault localization effectiveness on each individual project w.r.t Top-1. Especially, after integrating PREDFL, the fault localization results at Level 2 are even better than those at Level 4 without PREDFL. Please note, since the current implementation of COMBINEFL is already superior to all existing techniques as evaluated in their paper, we do not redundantly compare those techniques here because the integrated approach is already more effective than the original one.

Finding 6. Our combined approach, PREDFL that linearly combines predicates from SBFL and SD, can further improve existing techniques, and the improvement can be up to 20.8% in terms of Top-1, which denotes our approach complements existing techniques.

VII. IMPLICATIONS FOR FUTURE STUDY

A. Predicate Selection

From the experimental results we can see that the selection of predicates play an important role in the performance of the fault localization. On the one hand, not all predicates play an equal role in identifying the faulty locations. As our experiment results, predicate group branches contributes most to the accuracy of fault localization, while some predicates may even play negative roles, the performance of all predicates is sometimes lower than using the predicates from one group. On the other hand, the performance of a predicate group may vary depending on where the predicates are seeded. For example, the following code snippet in Listing 2 shows a patch for bug Chart-9 in Defects4J benchmark.

```
1  if(start == null) {
2      throw new IllegalArgumentException();
3  } else {
4      ...
5      if(endIndex<0){
6      if((endIndex<0)||(endIndex<startIndex)){
7          throw new IllegalArgumentException();
8      }
```

Listing 2: Patch of Chart-9 in Defects4J benchmark.

From the patch we can see that the root cause is the condition of the second if statement in line 5, where an additional conditional expression endIndex<startIndex should be inserted as shown in line 6. However, after calculating the suspiciousness scores of predicates from the branches group, we will notice that the predicate !(start==null) taken from line 1 has higher suspiciousness than the predicate endIndex<0 from line 5, leading to an incorrect localization of line 1. That is, while generally the branches group plays positive role, it may also lead to negative effects.

Based on the observation, one potential direction to improve this kind of situation is developing a more effective approach for selecting predicates. Since the performance of predicates vary from location to location, the selection should also be conditional over the context of the predicates. Techniques such as machine learning or invariant generation may be used.
TABLE IV: Integration fault localization results with existing techniques on Defects4J benchmark.

<table>
<thead>
<tr>
<th></th>
<th>Chart</th>
<th>Math</th>
<th>Lang</th>
<th>Time</th>
<th>Closure</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Top-1</td>
<td>Top-3</td>
<td>Top-5</td>
<td>Top-10</td>
<td>Top-3</td>
<td>Top-5</td>
</tr>
<tr>
<td>Percent</td>
<td>40.3%</td>
<td>48.7%</td>
<td>59.9%</td>
<td>65.5%</td>
<td>64.7%</td>
<td>69.5%</td>
</tr>
<tr>
<td>Level 2</td>
<td>144</td>
<td>174</td>
<td>214</td>
<td>234</td>
<td>231</td>
<td>248</td>
</tr>
<tr>
<td>Level 4</td>
<td>168</td>
<td>185</td>
<td>230</td>
<td>242</td>
<td>247</td>
<td>265</td>
</tr>
<tr>
<td>Level 5</td>
<td>250</td>
<td>280</td>
<td>250</td>
<td>280</td>
<td>250</td>
<td>280</td>
</tr>
<tr>
<td></td>
<td>271</td>
<td>264</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>47.1%</td>
<td>51.8%</td>
<td>64.4%</td>
<td>67.8%</td>
<td>69.2%</td>
<td>74.2%</td>
</tr>
<tr>
<td></td>
<td>70.0%</td>
<td>78.4%</td>
<td>69.2%</td>
<td>74.2%</td>
<td>75.9%</td>
<td>79.6%</td>
</tr>
</tbody>
</table>

In the table, the columns leading by “-” denote the original result of the fault localization framework COMBINEFL, while the columns leading by “+” denote the result after integrating PREDFL.

B. Better Formulas

In our study, we found that applying SBFL formulas to SD predicates could achieve significantly better performance. However, SBFL formulas are designed for program elements, and thus may not be the best choice for SD predicates. For instance, SBFL formulas do not utilize the two values \( F_0 \) and \( S_0 \). Future studies could explore the design space of risk evaluation formulas, and check if better formulas could be discovered.

VIII. Discussion

Threats to internal validity is related to errors and selection bias in the experiment. To mitigate this risk, two authors of the paper with at least five-year developing experience carefully checked the implementation of our experiment with code review. Moreover, we have also run our approach multiple times to further guarantee the correctness of implementation. Besides, the selection of metrics in our experiment may also affect the evaluation results and corresponding conclusions. To tackle this problem, we selected two distinct metrics in our study, i.e., Top-k recall and EXAM score, both of which are prevalently employed by previous research.

Threats to external validity is related to the generalizability of our approach. In our experiment, we selected a commonly used benchmark, Defects4J, as our experimental dataset, which contains faults from real-world projects related to diverse software projects. Moreover, we presented and discussed the final results against existing approaches to show the effectiveness of our combined approach. As studied by Just et al. [54] that developer-provided triggering test cases could potentially overestimate the performance of fault localization techniques. This paper inherits this threat from the dataset as well. However, the results of our study are still informative with multiple-dimension comparisons. Moreover, the unified model and the implications learned from the study are free from this threat.

IX. Related Work

In this section, we discuss related work with respect to four aspects. First, we explain spectrum-based fault localization and statistical debugging techniques explored in this paper. Then we discuss recent fault localization approaches that combine different techniques to improve state-of-the-art. Finally, we discuss existing empirical analysis on fault localization.

Statistical debugging was proposed for remote program sampling by Liblit et al. [4], [5]. In the past years, many approaches have been proposed devoting to improving statistical debugging. Arumuga Nainar et al. [10] proposed to combine simple predicates to complex ones in order to improve the distinguishing ability of them. Zheng et al. [12] proposed to use a machine learning model to isolate predicates to clusters, each of which ideally can capture one single fault in a program that contains multiple faults. Similarly, Jiang and Su [65] proposed to cluster selected predicates to reconstruct candidate paths that are most likely to be faulty. Liu et al. [7], [13] proposed a new formula to compute the scores of predi-
icates, which distinguishes the predicate coverage distributions among failed and passed tests. Arumuga Nainar and Liblit [6] proposed to reduce the performance overhead of statistical debugging with adaptive binary instrumentation along a set of heuristics, and Zuo et. al [66] improved the performance of statistical debugging with abstraction refinement. Recently, Chilimbi and colleagues [11] proposed to improve traditional statistical debugging with path profiling, while Yu et al. [67] utilize predicates to reduce test cases. In this paper, we further explore the effectiveness of different predicates of SBFL and statistical debugging and investigate their different combinations aiming to boost current fault localization techniques, which is orthogonal to existing studies.

Fault localization combination denotes exploring different combination methods among fault localization techniques. Recently, many approaches have been proposed and improved the state-of-the-art. Santelices et al. [68] explored three kinds of coverage information, statement, branch and define-use pair coverage, where they found that the combination of three kinds of coverage can improve individual techniques. Recently, Tu et al. [69] proposed to combine SBFL with slicing-hitting-set-computation, which improves the effectiveness of SBFL. Xuan and Monperrus [38] proposed to leverage a learning-to-rank method to combine dozens of SBFL formulas, which obtained significant improvement against single formula. Similarly, Lucia et al. [70] proposed to fuse the diversity of existing spectrum-based fault localization techniques with considering dozens of variants of their combinations. Wang et al. [71] proposed to employ genetic algorithm and simulated annealing to look for optimal solutions for the combination of different spectrum-based fault localization techniques. Both of them were evaluated to outperform individual approaches. Recently several approaches have been proposed to leverage a learning-to-rank model to combine SBFL and supplementary information, such as invariants mined from executions [25], bug reports [72], code changes [18] and mutant coverage [17], [19], and improved existing techniques. Additionally, Li et al. [73] leveraged deep learning models to combine various features from the fault localization, defect prediction and information retrieval areas to further improve the state-of-the-art techniques. In this paper, we proposed a unified model of SBFL and statistical debugging, based on which we first systematically explored four different variations under the model. As a result, we found the effective configuration for each individual variation and proposed a simple combining method that incorporates their merits, which is evaluated to be effective and efficient. Moreover, our approach is orthogonal to existing techniques and evaluated to have the potential to further improve the state-of-the-art.

Empirical analysis on the performance of fault localization mainly focuses on analyzing existing fault localization techniques and investigating the essence of effectiveness. Harrold et al. [74] studied the relationships between program spectra and faults, which established the foundation of SBFL. Recently, Xie et al. [8] and Chen et al. [75] have theoretically revisited different formulas of SBFL approaches and found that there dose not exist the “best” formula that significantly outperforms the others. Pearson et al. [16] systematically explored the effectiveness of SBFL approaches and mutation based fault localization on both real-word faults and artificial faults, where they found the artificial faults are not significantly useful for predicting which fault localization techniques perform best on real faults. In this paper, we explored four variations that contributed to the improvement of combining different predicates, based on which we proposed a simple and effective fault localization approach. Moreover, our analysis provide several implications for future fault localization studies.

Empirical analysis on the usefulness of fault localization investigates the usability of automated fault localization techniques in practice. Recently, Parnin and Orso [76] and Xie et al. [77] studied the usefulness of automated fault localization techniques and observed that improvements in fault localization accuracy may not translate to improved manual debugging directly and even weaken programmers abilities in fault detection. However, a more rigorous study on larger-scale, real-world bugs performed by Xia et al. [78] reported that automated fault localization can positively impact debugging success and efficiency. Moreover, they found that the more accurate the fault localization results are, the more efficient the debugging process will be, demonstrating the practicability of automated fault localization techniques in practice. Similarly, Debroy and Wong [79] empirically evaluated that better fault localization can potentially improve the effectiveness of fault-fixing processes as well. As a consequence, in this paper, we target to improve the accuracy of current fault localization techniques and explore the combination of spectrum-based fault localization and statistical debugging.

X. Conclusion

In this paper, we empirically investigated different combinations of spectrum-based fault localization and statistical debugging techniques, for which we proposed a unified model. In addition, we systematically explored four variations under the model, which leads to several findings: (1) among all predicates, those from existing conditions contribute most to the Top-1 fault localization accuracy; (2) fine-grained data collection contributes more effective fault localization with little more execution overhead; (3) a linear combination of suspicious scores from SBFL and SD predicates leads to the best result. Based on our findings, we proposed a new fault localization technique, PREDFL, which is evaluated to be complementary to existing techniques as it could further improve state-of-the-art by combining with existing techniques.
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