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Abstract—Redundancy-based automated program repair
(APR), which generates patches by referencing existing source
code, has gained much attention since they are effective in
repairing real-world bugs with good interpretability. However,
since existing approaches either demand the existence of multi-
line similar code or randomly reference existing code, they
can only repair a small number of bugs with many incorrect
patches, hindering their wide application in practice. In this
work, we aim to improve the effectiveness of redundancy-based
APRs by exploring more effective source code reuse methods for
improving the number of correct patches and reducing incorrect
patches. Specifically, we have proposed a new repair technique
named REPATT, which incorporates a two-level pattern mining
process for guiding effective patch generation (i.e., token and
expression levels). We have conducted an extensive experiment
on the widely-used Defects4J benchmark and compared REPATT
with ten state-of-the-art APR approaches. The results show that
it complements existing approaches by repairing 9 unique bugs
compared with the latest Large Language Model (LLM)-based
and deep learning-based methods and 19 unique bugs compared
with traditional repair methods when providing the perfect fault
localization. In addition, when the perfect fault localization is
unknown in real practice, REPATT significantly outperforms the
baseline approaches by achieving much higher patch precision,
i.e., 83.8%, although it repairs fewer bugs. Moreover, we further
proposed an effective patch ranking strategy for combining the
strength of REPATT and the baseline methods. The result shows
that it repairs 124 bugs when only considering the Top-1 patches
and improves the best-performing repair method by repairing
39 more bugs. The results demonstrate the effectiveness of our
approach for practical use.

Index Terms—Automated program repair, Pattern mining,
Program debugging

I. INTRODUCTION

Automated program repair (APR) techniques have the po-
tential to significantly reduce the debugging overhead of
human developers and thus have been widely studied in the
last decades. To date, a large number of APR approaches
have been proposed and developed [1]–[11]. A typical APR
approach takes a faulty program and a set of test cases, where
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at least one triggers the bug in the program, as inputs, and
produces one or more (if possible) plausible patches that
can make all the test cases pass. The repair process can be
typically viewed as a search problem, where the search space
is all possible programs. Therefore, the core challenge for
APR techniques is how to effectively and efficiently locate
the desired patches within limited computing resources and
time budget. To facilitate this process, existing techniques have
employed multiple data sources, e.g., similar code [8], [9],
historical patches [12], [13], repair templates [4], [14], [15],
etc., and leveraged diverse search algorithms, e.g., random
search [16], genetic programming [6], [17], and advanced
Large Language Model (LLM) and deep learning [18]–[24],
aiming to effectively refine the search space and thus improve
the repair ability and efficiency.

Among existing APR techniques, redundancy-based [25]–
[28] techniques have attracted much attention and achieved
considerable success. These techniques are on the basis of
the plastic surgery hypothesis that “changes to a codebase
contain snippets that already exist in the codebase at the time
of the change, and these snippets can be efficiently found and
exploited [29]”. In other words, the code snippets for patch
generation can be found within the buggy projects themselves.
Therefore, redundancy-based APR approaches leverage the
plastic surgery hypothesis to generate patches by searching
and referencing existing code. For example, GenProg [6], [17],
the pioneer of modern APR techniques, generates patches by
directly reusing existing code under the guidance of genetic
programming algorithms. Although the recent advance of
LLMs has shown the promise to repair more bugs [20],
[22]–[24], they still suffer from the interpretability issue due
to the complexity and the random nature of deep neural
networks as they are typically used in a black-box fashion. As
reported by previous studies [30]–[32], the patches generated
by SimFix, a representative redundancy-based APR approach,
are of high quality under various testing scenarios. In addition,
redundancy-based techniques also complement those learning-
based techniques [18]–[20] (our evaluation results in Section V
further prove it). Additionally, redundancy-based techniques



tend to have better interpretability as they are on the basis of
the plastic surgery hypothesis, and the patches are typically
generated by referring human-written code snippets. In partic-
ular, they can repair a portion of relatively complex bugs [8],
[9], [33].

Although existing redundancy-based techniques are demon-
strated to be effective for repairing real-world bugs, they
still face two major challenges: (1) How to effectively and
efficiently locate the reference code elements among a large-
scale codebase? Existing approaches identify similar snippets
using structural [8], [33] or token-based [9] features, assuming
similarity implies functional equivalence. However, as shown
in our preliminary study (Section II-A), coarse-grained similar
snippets are rare in practice, limiting their usability. (2) How
to reuse existing code for constructing new patches? Existing
approaches reuse code by comparing the difference between
faulty and reference code via abstract syntax trees [8], [9]
or program dependency graphs [33]. However, code elements
under different contexts tend to vary greatly in structures [34],
limiting the effectiveness of existing techniques, i.e., repair-
ing a small number of real-world bugs with many incorrect
patches.

As explained above, existing redundancy-based approaches
reuse code either completely randomly (e.g., RSRepair [16]
and GenProg [6]) or depending on the existence of similar
code snippets of multiple lines (e.g., HDRepair [35], Sim-
Fix [8] and TransplantFix [33]). However, our preliminary
study reveals that most reusable elements appear at a finer-
grained level—e.g., 89.3% contain fewer than three tokens
(Section II-A). This suggests that finer-grained code reuse
is crucial. In this paper, we investigate the possibility of
improving redundancy-based APR techniques by reusing code
elements at a finer-grained level. Specifically, the basic idea
of our approach is that fine-grained code elements related
to similar code semantics tend to co-appear nearby in
the program, which has been well-studied by existing re-
search [36]–[39]. This phenomenon, which we refer to as the
locality property of source code, suggests that semantically
related code components—such as variables, functions, or ex-
pressions—are often found in close proximity within the same
code block or module. Based on this property, we proposed a
new APR approach that effectively guides patch generation by
identifying the usage patterns of fine-grained code elements
for confining the patch space and thus overcomes the first
challenge of redundancy-based APR. To overcome the second
challenge, i.e., reusing existing code under different contexts,
we designed a new code representation method, i.e., S-TAC,
which decomposes complex code expressions and statements
into a unified form by ignoring context-specific features (e.g.,
code structures and operators). It can reduce the negative
impact of code structures on code matching during patch
generation but still preserve the locality property of source
code.

To evaluate the performance of our approach, we have
implemented it as an APR tool named REPATT and conducted
an extensive study by comparing it with ten state-of-the-art
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Fig. 1. The length distribution of code elements that can be found in the
faulty program for repairing 564 and 609 bugs from benchmarks Defects4J
and Bugs.jar.

APR approaches, including four best-performing traditional
repair techniques and six latest LLM-based and deep learning-
based techniques. The experimental results show that although
our approach did not outperform all baselines considering all
comparison aspects, it complements existing approaches by
correctly repairing many unique bugs. Specifically, REPATT
repairs 19 unique bugs that cannot be repaired by traditional
methods and 9 unique bugs that neither LLM-based nor
deep learning-based methods can repair. In particular, 5 bugs
repaired by REPATT have never been repaired by all the
baselines. Additionally, when the perfect fault localization is
unknown, which is a more realistic scenario, REPATT can
significantly outperform the baseline approaches by achieving
15.6%-51.7% higher patch precision, which is critical for
practical use of APRs. Additionally, we also made the first
attempt to combine the strength of REPATT and multiple
existing approaches by further designing a patch ranking strat-
egy. The evaluation result shows that the combined method
can effectively repair 124 bugs when only considering Top-
1 patches, 39 more bugs than the best-performing method
(i.e., TBar). Our results demonstrate that our approach is
indeed effective in improving the performance of existing APR
techniques.

In summary, we make the following major contributions.

• A new redundancy-based APR technique that can flexibly
reuse source code at a finer granularities.

• A novel code representation method, which overcomes
the diversity of code contexts, for better code search and
reuse.

• An extensive study to evaluate the performance of our ap-
proach by comparing it with state-of-the-art approaches.

• The first attempt to combine the strength of multiple APR
approaches, revealing its promise for practical use.

• We make all our experimental results and implemen-
tations publicly available to facilitate replication and
comparison [40].

II. MOTIVATION

A. Preliminary Study

As previously mentioned, no existing studies have explored
the potential of searching for and reusing finer-grained code
elements for patch generation. To investigate the feasibility and
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necessity of this approach in APR, we conducted a preliminary
study following the idea proposed by Barr et al. [29].

Specifically, our study aims to understand the granularity
of reusable code elements for patch generation. Given a bug
and its associated patch, we first extracted newly added code
elements from the patch and searched for them in the faulty
program, starting from coarse-grained elements and gradually
decomposing them into finer-grained components based on the
syntax tree structure. That is, if a code element (e.g., “a +
f(b,c)”) was not found, we would further decompose it into
finer-grained code elements of the code (e.g., “a”, “+”, and
“f(b,c)”). This process iterated until no further decomposi-
tion was possible. Finally, we analyzed the granularity of code
elements that can be found in faulty programs. In particular,
since AST structures cannot directly reflect granularity (e.g.,
an expression in the AST can be either a variable like
“a” or a complex expression like “f(a, b)”.), we measured
granularity by the number of tokens in each code element.

We conducted our empirical study on two widely-
used datasets of real-world bugs, i.e., Defects4J [41] and
Bugs.jar [42]. In particular, we filtered out bugs whose patches
involve more than one Java file since they are still hard to
repair at present [2], [8], [18], [20], [26], [43]–[45], resulting
in 564 bugs from Defects4J and 609 bugs from Bugs.jar across
24 projects. Figure 1 presents the statistical results. The x-
axis denotes the number of tokens in a code element and the
y-axis denotes the percentages of code elements that can be
reused for patch generation. The results show on average more
than 89.3% code elements contain less than three tokens, and
42% elements only contain one token. In contrast, only a very
limited portion of code elements exist at a coarse-grained gran-
ularity (i.e., more than three tokens). In particular, this is not a
special case but holds over different programs in our study. The
result indicates that the reusable code elements indeed exist
at a fine-grained granularity, which will significantly limit the
effectiveness of existing redundancy-based APR approaches.
Moreover, it also reflects that designing APR approaches by
reusing finer-grained code elements is promising.

However, achieving accurate and fine-grained code reuse
for patch generation is challenging. The reasons are twofold:
(1) It will significantly enlarge the search space of candidate
patches, making it harder to efficiently and correctly find the
desired code elements. (2) Due to weak test suites [46]–[48],
plausible (i.e., can pass all the test cases) but incorrect patches
are more likely to be generated, increasing the manual effort
required for validation and significantly affect the practical
usability of APR approaches. To overcome these challenges,
we propose an effective APR approach that efficiently locates
the desired code elements for patch generation leveraging the
locality property of source code as its core idea. The details
will be introduced in Section III.

B. Running Example

In this section, we use real-world bug examples to illustrate
how the locality property of source code can guide patch
generation. Listing 1 presents the patch code of Codec-3 from

the Defects4J [41], where a line starting with “+” denotes
newly added code while starting with “-” denotes deleted code.

In this example, the constant parameter “4” was mistakenly
used at line 455, and the desired parameter is “3”. This bug
cannot be fixed by existing redundancy-based APR techniques
due to either the large search space (e.g., GenProg [6], [17],
RSRepair [16], etc.) or the nonexistence of multi-line similar
code snippets for reference (e.g., SimFix [8], Transplant-
Fix [33], etc.). However, when it comes to the fine-grained
token level, we will find that the constant number “3” usually
co-appears with the tokens “value” and “index” elsewhere in
the program. These tokens exhibit a strong correlation (i.e.,
the locality property of source code). Leveraging this property
makes it both feasible and efficient to locate the correct code
elements for patch generation.
452 if ((contains(value, 0 ,4, "VAN ", "VON ") || ...)){
453 //-- obvious germanic --//;
454 result.append(’K’);
455 - } else if(contains(value, index + 1, 4, "IER")) {

+ } else if(contains(value, index + 1, 3, "IER")) {
456 result.append(’J’);
457 } else {...

Listing 1. Patch code of Codec-3 in Defects4J

98 public Date read(JsonReader in) throws IOException {
99 - if (in.peek() != JsonToken.STRING) {
100 - throw new JsonParseException("The date ...");

+ if (in.peek() == JsonToken.NULL) {
+ in.nextNull();
+ return null;

101 }
102 Date date = deserializeToDate(in.nextString()); ...

Listing 2. Patch code of Gson-17 in Defects4J
1 if (in.peek() == JsonToken.NULL) {
2 in.nextNull();
3 return null;
4 }
5 in.beginArray();

Listing 3. The reference code for repairing Gson-17

In fact, the locality property of source code may not only
exist at the token level but may also exist at higher levels,
e.g., expression or statement levels. For example, Listing 2
presents the patch code of Gson-17 from the Defects4J bench-
mark, while Listing 3 presents a reference code that can be
used for patch generation. According to the reference code,
the expression “in.peek()” may be correlated with the
expressions “JsonToken.NULL”, “in.nextNull()” and
“return null”. It can be seen that, although the reference
code can provide the required code elements for generating the
desired patch in these examples, how to utilize them is still
challenging since the possible combinations of code changes
according to the reference code are still too many, such as
replacing the throw statement with “in.nextNull()” or
inserting “in.nextNull”. In addition, replacing the condi-
tional expression also does not fix the bug due to the incorrect
operator “!=”. In particular, the code structures of reference
code and the faulty code may also be different in practice,
making patch generation harder. To address this challenge, we
propose a novel code representation method that decomposes
complex expressions into a unified simple form, which ignores
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operators and complex code structures, e.g., !=, for, while,
etc., but still preserves the locality property of source code.

III. FRAMEWORK

In this section, we introduce the details of our approach
(named REPATT). Figure 2 presents the overview of REPATT.
In general, REPATT generates candidate patches by leveraging
the plastic surgery hypothesis and the locality property of
source code, utilizing both token-level pattern mining and
expression-level code search to handle different granularities
of code changes. Token-level pattern mining, an offline pro-
cess, constructs a query-efficient code pattern database for re-
pairing single-line bugs (ref. Listing 1). In contrast, expression-
level code search, an online process, identifies reference code
elements for multi-line fixes (ref. Listing 2). Their differing
strategies stem from (1) token-level mining focusing on small-
scale patterns within single lines, while expression-level pat-
terns span multiple lines, significantly expanding the search
space, and (2) token-level patterns often introducing numerous
small changes, impacting efficiency, while the expression-level
patterns correlated to a certain location (i.e., the faulty code)
will be very limited (refer to Figure 1). Therefore, we confine
the token-level patterns to those that are frequent to balance
efficiency.

A. Offline Pattern Mining

Based on our preliminary study (Section II-A), most
reusable code elements for patch generation exist at a fine-
grained level, typically one or two tokens. To leverage these
elements, REPATT employs a novel token-level pattern mining
algorithm guided by the locality property of source code. This
process is conducted offline over the given faulty project,
constructing a database of token usage patterns to support
efficient online patch generation. As aforementioned, we only
consider the token patterns within single lines to confine the
search space and avoid involving too much noise. In particular,
it is common that the tokens used in different code lines share
both commonalities and diversities. For example, the token
sequence in some code lines can be (“a”, “b”, “c”), while
it may also be (“a”, “d”, “c”) in some other code lines. To
preserve the semantics of programs, we keep the token orders
and design a skip-fashion pattern mining algorithm to address
the problem of diversity among code lines. Additionally, each
token is assigned a unique ID for efficient comparison, while
separators (e.g., “,” and “(”) and structural keywords (e.g., “if”
and “for”) are removed as they do not contribute to token-level
patch generation.

Specifically, to improve the pattern mining process, we
design a data structure – Prefix Embedding Tree, which is
defined as follows.

Definition 1: (Prefix Embedding Tree): a prefix embedding
tree constitutes a set of nodes, each of which is a tuple of
t = ⟨tok, id, p, C, sup⟩, where id denotes a unique embedding
of a certain token tok, p denotes the parent node of t, C
denotes a set of child nodes of t, while sup represents the

frequency of the token sequence from the root to the current
node t.

Furthermore, we use t.childNode(id) to obtain the
child node of t with the embedding id, and use
t.setChildNode(id, chd) to set the node chd with embedding
id as the child node of t. In addition, we use findOrCre-
ate(trees, tok) to find the tree rooted at the token tok in trees.
According to these notions, we present the pattern mining
process in Algorithm 1. In general, given the faulty program,
REPATT first decomposes all the code lines in the program
into a set of token sequences (i.e., ESs), where each token
sequence corresponds to one line of code. Then, it constructs
the prefix embedding trees (i.e., trees), which stores the token
patterns with corresponding usage frequencies.

Algorithm 1: Tree Building and Pattern Construction
Input: ESs: sequences of code element embeddings (IDs)
Output: trees: frequent pattern in the form of prefix tree.

1 Function build(ESs):
2 trees ← ∅
3 foreach S in ESs do
4 updated ← ∅ // Avoid counting duplicated tokens
5 buildTree(S, trees, updated) // Build trees
6 return trees // Embedding trees in programs
7 Function buildTree(seq, trees, updated):
8 start ← 0
9 while start < len(seq) do

10 root ← findOrCreate(trees, seq[start]) // Find node
11 root.sup ← root.sup + 1 // Increase the frequency
12 start ← start + 1
13 traverse(root, seq[start:], 0, 1, updated)
14 trees ← trees ∪ {root}
15 Function traverse(tree, seq, skip, length, updated):
16 if length ≥ MAX LEN or len(seq) == 0 then
17 return
18 else if skip < MAX SKIP then
19 traverse(tree, seq[1:], skip+1, length, updated)
20 node ← tree.childNode(seq[0]) // Not skip the token
21 if node is None then
22 node ← create a new node of id seq[0]
23 tree.setChildNode(seq[0], node)
24 if node is not in updated then
25 node.sup ← node.sup + 1 // Increase frequency
26 updated ← updated ∪ {node}
27 traverse(node, seq[1:], skip, length + 1, updated)

Specifically, for each token sequence S ∈ ESs (line 3),
REPATT either creates new trees using it or expands exist-
ing trees by updating pattern frequencies via buildTree(*)
(Line 5). In this process, REPATT maintains a set updated
to record the nodes whose frequencies have been calculated
for avoiding duplicated counting. More specifically, given the
token sequence seq and trees that have already constructed,
REPATT performs a top-down tree building process, iterating
over sub-sequences starting at different positions in seq (Line
9). That is, for each token sub-sequence starting at start,
REPATT finds the tree (or creates a new one) whose root node
is associated with the token seq[start] (Line 10) and updates
its frequency (Line 11). The tree is then recursively expanded
via traverse() using a skip-fashion pattern mining strategy,
where a token can either be included (Lines 20-27) or skipped
(Lines 18-19), constrained by MAX SKIP (Line 18). For each
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token, REPATT locates an existing node (Line 20) or creates
a new one if absent (Lines 21-23), updating its frequency as
needed (Lines 24-26). A pattern is finalized upon reaching
the maximum sequence length MAX LEN. Our evaluation
further examines the impact of MAX LEN and MAX SKIP
on REPATT’s performance.

Taking the faulty code Codec-3 (Listing 1) as an ex-
ample, the token sequence of the faulty code line will be
S=(“contains”, “value”, “index”, “+”, “1”, “4”, “IER”), based
on which the constructed prefix embedding trees are presented
in Figure 3, where we use the red line to highlight the patterns
related to the token sequence S. Consequently, the token
sequence from the root node to the leaf node denotes a possible
pattern and the number denotes its frequency. For example, the
frequency of the pattern (“contains”, “value”, “1”, “IER”) is
3. In particular, each distinct token will be the root node of an
individual prefix embedding tree. For instance, we present two
prefix embedding trees in Figure 3 that are related to the token
sequence S. As a result, when given a buggy sequence, we can
only search a very limited number of embedding trees whose
root tokens are included in the sequence, which can promote
the searching process. During pattern mining, patterns with a
frequency below a predefined threshold MIN SUPPORT are
discarded. A higher frequency suggests that a pattern is more
common and thus more likely to be reusable for repair. In the
repair phase, given a faulty code token sequence S′ , REPATT
searches for all matching patterns in the embedding trees and
generates patches based on these references.

B. Online Code Search and Representation

The expression-level code search aims to find code usage
patterns across multi-lines of code for reference, which may

cause a large search space if it is also considered like the
token-level pattern mining since there may be hundreds or
thousands of lines of code even in a single method. As a result,
the expression-level pattern mining process is designed as an
online code search process, which automatically identifies a
set of reference code when given the faulty code. Following
existing work [8], REPATT extracts no more than three lines of
code respectively before and after the given faulty line as the
faulty snippet, and then finds the N most similar snippets via
measuring the code similarity between the faulty and reference
snippets. Specifically, REPATT extracts a vector from each
snippet, where each element in the vector represents a feature
and the feature value represents the number of corresponding
AST node types in the snippet by following the study [8].
Then, we calculate the cosine similarity [49] between two
vectors for code ranking.

To adapt the reference code to the buggy code that many
have complex contexts in real practice, we propose a new
code representation method, named “Simplified Three-Address
Code” (abbr. S-TAC). It unifies the code representations by
ignoring the code structures under different contexts but still
preserves the locality property of source code.

Definition 2: (Simplified Three-Address Code): an S-TAC
is a triple of ⟨T, t1, t2⟩, where T is an intermediate symbol to
represent the expression correlated to t1 and t2, while t1 and
t2 are two expressions that are either the intermediate symbols
or simple items of variables, literal values, types, and function
calls. In particular, t1 and t2 can be null if they are keywords,
e.g., break and return.

Additionally, we use T := t1, t2 to represent ⟨T, t1, t2⟩
when there is no ambiguity. Compared with traditional Three-
Address Code (TAC) [50], S-TAC ignores both the coarse-
grained code structure information, e.g., if, and the fine-
grained operators, e.g., “+”. The reason for ignoring the
structure information is to make the source code from different
contexts applicable for patch generation. For example, the
conditional expression a > b in if statements can match that
either in for statements or in trinary conditional expressions,
enabling a more flexible code match. Similarly, the fine-
grained operators may also be specific to certain contexts and
thus affect the matching and reuse of code. In other words, our
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𝑇! := in, 
peek( )

𝑇" := 𝑇! , 
JsonToken.STRING

𝑇# := JsonParseException, 
“The data ...” 𝑇$ := 𝑇# 𝑇% := 𝑇" , 𝑇$ 

b1 b2 b3 b4 b5

𝑇! := in, 
peek( )

p1

𝑇" := 𝑇! , 
JsonToken.NULL

p2

𝑇# := in, 
nextNull( )

p3

𝑇$ := null

p4

𝑇% := 𝑇# , 𝑇$ 

p5

match match

in.peek() in.peek()!=JsonToken.STRING new JsonParseException(“”) throw new Json… if(in.peek()…){throw new…}

in.peek() in.peek()==JsonToken.NULL in.nextNull() return null if(in.peek()…){in.nextNull(); …}

Fig. 4. Matching results of partial S-TACs in Gson-17 shown in Listing 2. bi
represents the S-TAC form of the faulty if statement while the pi corresponds
to the if statement in the reference code. In particular, we also present the
source code corresponding to each T-SAC.

S-TAC representation can better reflect the locality property
of source code while reducing the noise induced by different
contexts.

Taking the code shown in Listing 2 and 3 as examples,
the S-TAC form for the if condition from the faulty code is
T1 := in, peek(), T2 := T1, JsonToken.STRING, while it
will be T1 := in, peek(), T2 := T1, JsonToken.NULL for
the reference code, where T1 and T2 are intermediate symbols.
In this way, the two conditions can be better matched with
each other. We will also evaluate the contribution of our S-
TAC form in the experiment (Section V).

C. Reference Code Adaptation

When given the faulty code, we can obtain a set of reference
code based on the previous two processes. Then for each
reference code pattern, REPATT tries to generate candidate
patches by matching the faulty code to the reference code.
Algorithm 2 presents the details of the matching process.
In general, REPATT performs a greedy match between the
faulty code and the reference code. Then, it generates patches
according to the difference between them. In other words,
given the token (or S-TAC) sequences for both faulty (i.e.,
BS) and reference code (i.e., RS), the matching algorithm
will return a set of pairs (i.e., PS), based on which REPATT
generates candidate patches according to a set of predefined
rules.

Given the token (or S-TAC) sequences of both faulty (BS)
and reference code (RS), REPATT first computes their longest
common sequence (cs, line 3) for greedy matching. It then
establishes mappings between unmatched elements in the
faulty and reference code based on these results (lines 5-13).
Using S.getNodes(a, b), REPATT retrieves elements between
positions a and b in sequence S. As illustrated in Figure 4,
cs for the S-TACs in Listings 2 and 3 is [(b1, p1), (b5, p5)].
From the figure we can observe that the S-TAC representation
abstracts away concrete code content, mitigating its impact on
pattern matching. The unmatched elements are divided into
two lists, os ([b2, b3, b4]) and ts ([p2, p3, p4]), whose Cartesian
product (i.e., ⋊⋉) forms all possible unmatched pairs (line 8). In
particular, if no sibling AST nodes of a faulty code element are
matched (line 21), REPATT attempts to map its parent nodes
via tryToMatchParent(*) (lines 21-25). For instance, since the
throw statement (b4) has no matched siblings, REPATT maps
the faulty if statement to its reference counterpart.

Algorithm 2: Reference Code Matching
Input: BS: a sequence of tokens or S-TACs that represent the bug.

RS: a sequence of tokens or S-TACs that represent the
reference code.

Output: PS: a set of original and target node pairs.
1 Function matchElement(BS, RS):
2 PS ← [], bf ← −1, rf ← −1
3 cs ← LCS(BS,RS) // The longest common sequence
4 if cs.size() > 0 then
5 foreach c in cs do
6 os ← BS.getNodes(bf,BS.indexOf(c.fst))
7 ts ← RS.getNodes(rf,RS.indexOf(c.snd))
8 PS.append(os⋊⋉ts) // All unmatched pairs
9 bf ← BS.indexOf(c.fst)

10 rf ← RS.indexOf(c.snd)
11 os ← BS.getNodes(bf,BS.length)
12 ts ← RS.getNodes(rf,RS.length)
13 PS.append(os⋊⋉ts) // Unmatched pairs at the end
14 PS ← PS ∪ tryToMatchParent(PS)
15 return PS
16 Function tryToMatchParent(PS):
17 result ← []
18 foreach ⟨a, b⟩ in PS do
19 parent ← a.getParent()
20 children ← parent.getChildren()
21 if PS.FirstSet().containsAll(children) then

// All sibling AST nodes are not matched
22 ts ← []
23 foreach c in children do
24 ts.append(PS.getSecond(c).getParent())
25 result.append([parent] ⋊⋉ ts)

// Add mappings of parent AST nodes
26 return result

Finally, according to the constructed mapping (i.e., PS),
REPATT will generate candidate patches from each pair
(a, b) ∈ PS according to the following rules (we use a to
represent the associated AST node in what follows for ease
of presentation): (1) replace a with b if the value type of b is
compatible with that of a; (2) insert b before and after a if b
is a standalone statement, e.g, expression statement; (3) insert
b before a if b is a conditional expression. Both token-level
and expression-level patch generations follow this mapping
algorithm, based on the types of a and b (e.g., replacing
variable a with another variable b generates a token-level
patch). In particular, we disable delete operations for patch
generation since they tend to generate incorrect patches [5],
[8]. Moreover, during this process, REPATT incorporates a
built-in validation step that performs lightweight static analysis
to check the validity of the newly generated code b, such as
whether all variables used by b are valid and usable in the
faulty location by checking their scopes.

D. Patch Ranking

After generating candidate patches, they will be evaluated
against the test suites associated with the faulty project. To
make the correct patches be evaluated as early as possible
and reduce incorrect patches, we have proposed a hierarchical
patch ranking strategy. As demonstrated in our preliminary
study, most of the reusable code elements exist at the fine-
grained granularity. Furthermore, previous study [51] also
shows that correct patches tend to involve small code changes.
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Therefore, REPATT ranks all the patches generated by the finer-
grained token-level code changes higher than those generated
by the coarse-grained expression-level code changes.

Then, regarding the patches generated by expression-level
code changes, REPATT simply takes the similarity in code
search (refer to Section III-B) as the ranking score by fol-
lowing previous studies [8]. For patches generated by token-
level code changes, we consider two important factors: the
frequency of the reference code pattern and the similarity
between the faulty and fixed code by following existing stud-
ies [8], [51]. The ranking score is defined by Formula 1,where
freq denotes the frequency of a pattern and max freq
denotes the max freq of patterns referenced for generating
patches. Lorig and Lfixed represent the length of source code
(i.e., number of tokens) before and after applying a patch,
while LevenshteinDist represents the token-level Levenshtein
distance [52] between the faulty and the fixed code. As a
result, a patch with a higher score (i.e., referencing a more
frequent pattern and applying finer-grained modifications) will
rank higher and thus will be validated earlier by running the
test cases in the faulty project.

score = 0.5 ∗ freq

max freq
+ 0.5 ∗ (1− LevenshteinDist

max(Lorig, Lfixed)
) (1)

IV. EXPERIMENT CONFIGURATION

We address the following research questions in the study.
• RQ1: How effective is REPATT in repairing real-world bugs

, compared to the state-of-the-art APRs?
• RQ2: Can a combination of Repatt with traditional APR

approaches improve the state-of-the-art APRs?
• RQ3: What is each component’s contribution in REPATT?
• RQ4: What is the impact of the pattern frequency in

REPATT?

A. Subjects and Baselines

In our evaluation, we employed the widely-used Defects4J
benchmark [41], following existing studies [2]–[4], [8], [9],
[18], [20], [33]. In particular, we used both Defects4J v1.2
and v2.0 to demonstrate the generality of our approach.
Specifically, v1.2 includes 395 bugs from six large-scale real-
world projects and v2.0 includes 440 additional bugs from 12
real-world projects.

Furthermore, to show the effectiveness of REPATT, we
compared it with ten state-of-the-art APR approaches from
different categories, i.e., CapGen [1], SimFix [8], Transplant-
Fix [33], TBar [4], Recoder [18], SelfAPR [19], ITER [53],
AlphaRepair [22], Repilot [23] and GAMMA [24]. Specifi-
cally, CapGen, SimFix and TransplantFix are the three latest
and representative redundancy-based methods that repair
bugs by referencing similar code. TBar is the best-performing
template-based repair technique that generates candidate
patches by a set of manually defined patch templates. Recoder,
ITER and SelfAPR are the latest and best-performing deep
learning methods that are specially designed for program re-
pair. Finally, AlphaRepair, Repilot, and GAMMA represent the
most recent advance in APR techniques by adopting LLMs.

These baselines are the best-performing APR approaches using
different technologies and their complete experimental results
are available. By comparing our approach with these diverse
baselines, we would like to analyze the overall effectiveness
of our approach from different perspectives and make the
conclusions reliable.

B. Configuration and Metrics

For each bug, REPATT first constructs the token-level code
patterns based on the complete faulty program under repair
before the online repair (see Section III-A). The construction
is actually efficient and on average took about three minutes in
our experiment. Then, given the faulty line of code, REPATT
first generates at most 200 patches based on the constructed
token-level code patterns and then generates at most 1000
patches based on the expression-level code patterns due to its
large search space. Finally, all the patches will be ranked based
on the ranking strategy introduced in Section III-D. For base-
lines, we adopt their published experimental results directly
in their open-source repositories. Specifically, as the original
CapGen does not provide experimental results on the Closure
and Mockito bugs from Defects4J [41], we supplement these
results using those results reported in a previous study [54]

In our experiment, REPATT generates at most 3 candidate
patches that can pass all the test cases (i.e., plausible patches)
for each bug since some baseline approaches did not report
the ranking of patches, e.g., SelfAPR and LLM-based meth-
ods. Following previous study [4], [8], [9], [18], a patch
is deemed to be correct iff it is semantically equivalent to
the developer patch by manual check. In this process, the
first three authors independently conducted the annotation and
reached a consensus through discussion. We also published
all our results for further inspection and verification. Finally,
we report the number of correctly repaired bugs (equivalent to
the well-known recall) and the precision of patches (the ratio
of correctly repaired bugs to all the bugs that have plausible
patches).

All experiments were conducted on a server with Ubuntu
18.04, equipped with 128GB RAM and a processor of Intel(R)
Xeon(R) E5-2640.

V. RESULT ANALYSIS

A. Overall Effectiveness of REPATT (RQ1)

1) Perfect fault localization: As explained in Section IV-A,
we evaluated the effectiveness of our approach by comparing
it with eight state-of-the-art APR approaches since ITER
was only evaluated under the automated fault localization
setting (ref. Section V-A3). The repair results are presented
in Table I when given the actual faulty locations by following
existing studies [4], [18]–[20], [33]. From the table we can see
that REPATT successfully repaired 75 bugs while generating
incorrect patches for other 63 bugs, yielding a patch precision
of 54.3%. Notably, 66 bugs were correctly repaired by
the first plausible patch, suggesting that developers could
focus primarily on the first patch generated by REPATT to
reduce manual validation efforts. The results also show that our
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TABLE I
NUMBER OF BUGS REPAIRED BY DIFFERENT METHODS WITH PERFECT FAULT LOCALIZATION. IN THE TABLE, X/Y DENOTES THE CORRESPONDING

APPROACH GENERATES CORRECT PATCHES FOR X BUGS AND GENERATES PLAUSIBLE PATCHES FOR Y BUGS.

Project TBar SimFix TransplantFix SelfAPR Recoder AlphaRepair Repilot GAMMA REPATT COMBINE

Defects4J v1.2
(395 bugs)

Mockito 3/3 0/0 3/3 3/3 2/- 4/- 0/- 2/- 1/2 2/5
Closure 16/24 5/6 10/19 19/23 23/- 22/- 21/- 23/- 10/12 20/31
Chart 11/13 4/8 6/10 7/10 10/- 8/- 5/- 10/- 6/7 11/21
Lang 13/18 8/13 4/10 10/13 10/- 12/- 14/- 15/- 6/11 16/27
Math 22/35 14/26 12/25 21/25 18/- 20/- 20/- 24/- 15/25 22/51
Time 3/6 1/1 1/2 3/3 3/- 2/- 1/- 2/- 2/3 4/7

Defects4J v2.0
(440 bugs)

Closure 0/0 1/1 0/3 1/1 0/- 0/- 0/- 0/- 1/1 2/5
Cli 1/7 0/1 4/8 8/9 3/- 5/- 6/- 9/- 4/9 4/15
Codec 3/6 1/1 2/4 8/9 2/- 6/- 6/- 3/- 4/6 3/8
Collections 0/0 0/0 0/0 1/1 0/- 0/- 1/- 0/- 0/0 0/0
Compress 2/12 0/4 4/10 6/8 3/- 1/- 3/- 4/- 4/13 7/18
Csv 2/6 0/2 1/2 1/1 3/- 1/- 3/- 0/- 1/3 2/7
Gson 1/4 2/2 1/2 1/1 0/- 2/- 1/- 3/- 2/3 2/5
JacksonCore 0/5 0/2 1/6 3/3 0/- 3/- 3/- 3/- 3/7 3/9
JacksonDatabind 2/17 1/10 7/20 8/10 0/- 8/- 8/- 10/- 10/18 11/33
JacksonXml 0/1 0/0 0/0 1/1 0/- 0/- 0/- 0/- 0/0 1/1
Jsoup 6/17 1/2 3/8 6/8 7/- 9/- 18/- 11/- 5/13 10/25
JxPath 1/6 0/0 2/7 1/1 0/- 1/- 1/- 2/- 1/5 4/12

Total 85/180 38/79 61/139 108/130 84/- 104/- 111/- 121/- 75/138 124/280

Precision(%) 47.2 48.1 43.9 83.1 - - - - 54.3 44.3

approach outperforms the state-of-the-art redundancy-based
methods SimFix and TransplantFix by repairing 97.4% and
23.0% more bugs, indicating the effectiveness of our approach
in reusing code at different granularities for patch generation.
Compared to SelfAPR, which repaired 108 bugs when con-
sidering Top-50 generated patches but only 34 when restricted
to Top-1, REPATT shows a more favorable trade-off between
precision and recall. When analyzing the incorrect patches
generated by REPATT, we found that most of them resulted
from the identification of non-representative patterns, which
led to incorrect modification locations or inappropriate fixes.
However, due to the weakness of the test suites [46], [48], [55],
these patches were able to pass all test cases, highlighting a
common challenge in test-based APR evaluation.

Similarly, LLM-based repair methods also did not report the
ranking of their correct patches. Specifically, AlphaRepair [22]
and Repilot [23] generated up to 5,000 patches per bug, while
GAMMA [24] even did not limit the number of candidate
patches. Although these methods may achieve a higher number
of correct fixes, they require developers to spend significant
time manually reviewing patches, reducing their practical-
ity [46], [48]. In contrast, REPATT enforces strict limits on the
number of generated patches, effectively mitigating this issue.
Furthermore, we analyzed REPATT’s performance on repairing
multi-location bugs. Among 75 correctly repaired bugs, 30
involved multiple locations, highlighting the effectiveness of
REPATT’s fine-grained repair strategy.

2) Degree of complementary: We also analyzed the over-
laps of bugs repaired by both REPATT and the baselines.
Specifically, we classified the baselines into traditional, LLM-
based and deep-learning-based methods according to the patch
generation techniques, and then compared REPATT with these
two methods separately. Figure 5 presents the results. In sum-
mary, REPATT successfully repaired 19 unique bugs that the
traditional APRs cannot fix, and 9 unique bugs that the LLM-
basd and deep learning-based methods cannot fix. In particular,
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Fig. 5. Overlaps of bugs repaired by different approaches.

when compared with all the eight baselines, our approach still
can repair 5 unique bugs. For example, to repair the bug shown
in Listing 1, the constant value “4” should be replaced by
“3”. Without the guidance of the fine-grained reference code,
it is nearly impossible for existing APRs to get the correct
patch due to the large search space. In general, compared
with traditional APRs, REPATT can more effectively utilize
fine-grained reusable code elements for patch generation. To
better understand its repair capabilities, we manually analyzed
the 19 bugs that were uniquely fixed by REPATT. We found
that 7 of them (36.8%) involved fine-grained code reuse and
edits, such as changing a single character, a variable name or
a method name. This demonstrates the capability of REPATT
to precisely identify and apply fine-grained code changes
effectively, which traditional approaches may overlook due to
their coarse-grained search spaces. Moreover, while compared
with LLM-based and deep learning-based methods, REPATT
only depends on a small number of reusable samples rather
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TABLE II
REPAIR RESULT WHEN USING SBFL (#CORRECT/#PLAUSIBLE).

CapGen SimFix TBar TransplantFix Recoder ITER REPATT COMBINE

Total 22/49 36/81 50/131 44/137 70/140 45/66 31/37 90/236
Precision (%) 44.90 44.4 38.2 32.1 50.0 68.2 83.8 38.1

than the large-scale training data, which enables REPATT to
repair infrequent bugs, especially those requiring domain-
specific knowledge. In conclusion, the results reflect that our
approach indeed complements existing approaches.

3) Automated fault localization: In addition, some of the
baseline approaches [4], [8], [18], [33], [53] were also eval-
uated in a more realistic scenario where the perfect fault
localization was unknown. To ensure a fair comparison, we
evaluated our approach under the same conditions. Specifi-
cally, we utilized the commonly-used Ochiai [56] algorithm,
implemented by the GZoltar toolset [57], to obtain a list of
candidate faulty locations like existing APR tools [4], [8], [18].
Table II summarizes the experimental results. From the table,
we can see that the number of correctly repaired bugs drops
sharply for all the repair approaches due to the inaccurate
fault localization results. Moreover, almost all baseline ap-
proaches experienced a significant decline in patch precision.
For instance, the precision of SimFix, TBar and TransplantFix
drops 7.8%, 19.1%, and 26.9%, respectively. In contrast, the
precision of our approach was improved by 54.3%. One of
the reasons is that fine-grained code changes focus on fixing
local code without making extensive changes to the original
content, thereby preserving program logic and maintaining the
effectiveness of test cases, leading to more correct patches.
In contrast, coarse-grained modifications often involve larger
code changes, which may unintentionally alter program func-
tionality, resulting in many patches that pass the tests but are
semantically incorrect due to the problem of weak tests [46]–
[48]. In summary, our approach significantly outperforms the
baselines by achieving 15.6%-51.7% higher patch precision.
Notice that the high precision of patches is very important
since it affects the usability of APR techniques [46], [48],
especially in the real-world repair scenarios where perfect fault
localization is unknown – high precision denotes less wasted
human effort for manual validation.

B. Improvement over SOTA APRs (RQ2)

As presented in Section V-A2, REPATT complements ex-
isting APR approaches. In this research question, we aim to
explore the possibility of our approach to improving existing
APRs. Specifically, we combine REPATT with existing APRs
by proposing a post patch ranking strategy and see whether
it can further improve the best-performing APR. Given the
patches generated by different APRs for a bug, we will rank
the ones with smaller code changes higher by following the
insights from both our study and the previous research [51].
In particular, we use GumTree [58], a fine-grained and mature
code differencing tool, to measure the change sizes of patches.
If two patches have the same number of code changes, we use

41.1%
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10.5%
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SimFix
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(a) Using perfect FL

25.6%

23.3% 22.2%

28.9%

Repatt
TransplantFix
SimFix
TBar

(b) Using SBFL

Fig. 6. Source of correct patches in COMBINE

the patch precision to break the tie. In this study, we combined
our approach with the three traditional APR approaches, i.e.,
Simfix, TBar, and TransplantFix. In this way, the combined
method shares a similar repair pipeline to the individuals, i.e.,
not demanding large-scale training data. Therefore, the patch
ranking will be REPATT>SimFix>TBar>TransplantFix based
on their patch precision in Tables I and II for patches having
the same change size.

The experimental results are also presented in Tables I
and II (i.e., COMBINE) when using the perfect fault local-
ization and the SBFL, respectively. The results show that
by combining the strength of different APR tools, COMBINE
correctly repaired 124 bugs by the first patches, 39 more
bugs compared with the best-performing APR (TBar for Top-
1 patches), leaving the improvement as 45.9%. Moreover,
even compared to LLM-based methods, which do not report
detailed patch rankings and impose loose constraints on the
number of generated patches (e.g., producing 5,000 or more
patches per bug), COMBINE still outperforms these 3 LLM-
based approaches, repairing up to 20 more bugs. Similarly,
when using the SBFL results, COMBINE also outperforms
the best-performing Recoder by repairing 20 more bugs, and
improves the individuals by at least 80% (vs Tbar). Our
results show the promise to improve the repair capability of
APRs by combining the strength of individuals. Although this
approach may increase the time required to repair one defect,
the additional overhead can be mitigated through parallel
execution, similar to some LLM-based APR methods [59].
In particular, to analyze the contribution of our approach in
the combination, we present the percentages of correct patches
generated by each APR in Figure 6. About 41.1% and 25.6%
correct patches were contributed by REPATT under different
repair settings, indicating its large contribution to the overall
effectiveness of the combined method. However, though the
combined method is effective in repairing much more bugs,
the patch precision is still low, i.e., less than 45%. To improve
the patch precision, existing patch filtering approaches [5],
[47], [48] can be further incorporated.

C. Contribution of Each Component (RQ3)

REPATT incorporates two major components for patch gen-
eration, i.e., offline token-level pattern mining and online
expression-level code search. To evaluate the effectiveness
of each component, we have repeated our experiment by
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TABLE III
BUGS FIXED BY EACH COMPONENT (#CORRECT/#PLAUSIBLE).

Components Offline Mining Online Search No Skip No S-TAC

Total 42/64 33/85 24/54 0/22
Precision (%) 65.6 38.8 44.4 0

removing each component, respectively. Table III presents
the experimental results. The offline token-level pattern min-
ing contributed 42 correct fixes and expression-level code
search contributed 33 correct fixes, demonstrating that both
components largely contributed to the overall effectiveness
of REPATT. However, from the table, we can also observe
that the expression-level code search tends to generate more
plausible but incorrect patches compared with the token-level
pattern mining, which is consistent with the conclusions in
prior studies [51]. Our further analysis of the results shows
that most of incorrect patches are generated due to referenc-
ing infrequent code. In contrast, token-level pattern mining
takes the frequency into consideration, which potentially can
effectively filter out many incorrect patches. In summary, the
two components in REPATT complement each other.

In addition, as introduced in Section III, our token-level
pattern mining process incorporates a skip-fashion pattern
mining process, which can find more potential reference
patterns for patch generation. Therefore, we further conducted
an experiment, where we only use the token-level repair but
disable the skip-fashion in pattern mining (i.e., MAX SKIP=0
in Algorithm 1). The column of “No Skip” in Table III presents
the results. It shows that this skip-fashion mining process is
effective since its removal caused 42-24=18 fewer bugs to be
repaired. Moreover, the patch precision is also decreased from
65.6% to 44.4%, demonstrating the value of this process in
REPATT. Additionally, we further evaluated the performance of
the S-TAC form in our expression-level repair. Specifically, we
did not transform the reference code into S-TAC. Instead, they
will be decomposed into the traditional TAC format without
removing the code structures based on the abstract syntax tree.
The experimental results are also presented in Table III (i.e.,
“No S-TAC”). After removing the S-TAC form, REPATT failed
to repair any bugs by searching reference code online. We
further analyzed the results and found that the contexts of
most reference code from online search are different from the
faulty code, making the code adaptation fail to generate correct
patches. On the contrary, 22 incorrect patches were generated.
In summary, the experimental results demonstrate that both
the skip-fashion online pattern mining and the S-TAC form in
the online search process are effective.

D. The Impact of Pattern Frequency (RQ4)

As introduced in Section IV-B, the threshold of pattern
frequency is 3 by default. To investigate its impact on the
effectiveness of our approach, we have conducted an addi-
tional experiment when using different frequency settings for
MIN SUPPORT, i.e., 2, 3, and 5. As a consequence, when
adopting different settings, the performance of REPATT was

not largely affected. Specifically, REPATT correctly repaired
43/91, 42/64, and 32/68 bugs by the token-level patterns when
using the threshold as 2, 3, and 5, respectively. In other words,
our approach is not very sensitive regarding the number of
correct patches when the threshold is small (i.e., 2 or 3).
However, when the threshold is too large (such as 5), REPATT
tends to repair much fewer bugs. The reason is evident as the
large threshold will cause fewer patterns that can be used for
patch generation. On the contrary, a smaller threshold (i.e., 2)
tends to produce much more incorrect patches (i.e., 91-43=48)
since the referenced patterns may be not general enough for
reuse, which will affect the usability of REPATT. In summary,
the recall and precision of program repair indeed contradict
each other. Effective patch generation techniques are always in
an urgent need. In this paper, we have moved forward towards
this direction. In general, setting the threshold as 3 can produce
relatively better results.

VI. DISCUSSION

Limitation: In this study, we have explored the feasibility of
reusing finer-grained code elements for patch generation. For
complex bugs that require multi-line changes, the reference
code may not exist, where our approach will be less effective.
In this case, our approach may potentially be combined with
others since they complement each other according to our
experimental results.

Internal threats to validity. Similar to existing works,
our study also face an internal threat of manually verifying
plausible patches to identify correct patches. To address this,
the first three authors independently performed a careful
analysis of each patch and reached a consensus. In particular,
we have also made all generated patches publicly available for
further inspection and validation.

External threats to validity. The primary external threat to
validity lies in the subjects used in our evaluation, and the per-
formance of REPATT may not be generalized to other datasets.
To address this, we evaluate REPATT on two widely used
datasets – Defects4J v1.2 and v2.0, which together contain
over 800 real-world bugs from 17 diverse projects. Our results
demonstrate that REPATT is effective and achieves promising
performance. In the future, we plan to evaluate REPATT on
more datasets to further address this threat. Moreover, our
study also share a common external threat with many existing
studies – due to the complexity and resource constraints,
we reused the results of baselines reported in their papers
without reproducing them in our own environment. To address
this, we carefully examined the open-source repositories of
the baselines and adhere to the common 5-hour time budget
setting used in APR. In the future, we plan to conduct a
more comprehensive evaluation of both our approach and the
baselines a unified environment to further address this threat.

VII. RELATED WORK

There are many automated program approaches have been
proposed and achieved good results [2], [3], [6], [8], [10]–[12],
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TABLE IV
COMPARISON OF REPATT WITH EXISTING REDUNDANCY-BASED APR

APPROACHES

Approach Reuse Granularity Patch Generation Technique Context Awareness

GenProg Statement Genetic Programming (GP)-based random search No

AE Statement Systematic search pruned by semantic equivalence No

RSRepair Statement Random application of mutation operators No

ARJA Statement Multi-objective GP with type-matching No

ssFix ASTNode Syntactic search and code transfer YES

SimFix ASTNode Similarity search and pattern mining YES

CapGen ASTNode Context-aware search and ranking of AST node edits YES

SearchRepair Statement Semantic search via SMT constraint solving YES

HERCULES ASTNode Simultaneous repair of abstract sibling locations YES

TransplantFix ASTNode Graph differencing of CFGs to transplant methods YES

Repatt Token Pattern matching using mined token/S-TAC patterns YES

[20], [21], [51], [54], [60]–[63], among which redundancy-
based APR approaches have been attracted much attention,
such as GenProg [6], [17], AE [61], [64], RSRepair [16],
ARJA [64], ssFix [9], SimFix [8], CapGen [1], SearchRpe-
pair [65], HERCULES [66] and so on. All these approaches
are based on the “plastic surgery hypothesis” [29]. Specifically,
Table VI summarizes the major differences among them ,
including code reuse granularity, patch generation strategies
and whether they are context-aware. For example, GenProg
reuses code statement using a genetic programming-based
random search and is not context aware, ssFix retrieves
syntactically similar code of AST and will rename variables
to fit current context. SimFix further incorporates history
patches to refine the patch space and consider the context.
Similarly, CapGen considers the frequency of tokens for patch
generation while HERCULES leverages the co-evolution of
program elements. Our approach enhances redundancy-based
APR by enabling finer-grained code reuse, differentiating it
from existing methods. Unlike SimFix and ssFix, which rely
on AST differences, our method operates at the token level,
capturing more granular code patterns. Compared to CapGen,
which considers token frequency without their contextual
relationships, our approach mines structured code patterns for
patch generation. Additionally, unlike SearchRepair, we avoid
costly semantic code searches and uniquely support noncon-
secutive token usage patterns, which have been shown to be
effective but are not utilized by existing methods. Other APR
techniques, such as PAR [14] and TBar [4], improve patch
quality through predefined repair templates, while constraint-
solving-based techniques [3], [10], [51], [63], [67]–[70] rely
on symbolic execution and constraint solving, often facing
scalability challenges. Different from these approaches, this
work aims to improve the performance of redundancy-based
APR techniques and does not face the scalability issue.

With the rapid development of deep learning techniques,
the latest APR approaches also leverage such techniques
for patch generation. Early studies use statistical machine
learning algorithms to sort or pick patch ingredients. For
example, Prophet [7], ACS [2], Elixir [15], Hanabi [71], and
LIANA [72] all use different learning models for patch ingre-
dient selection. More recently, state-of-the-art deep learning

techniques have been employed in APR techniques, such as
SEQUENCER [44], CoCoNut [73], CURE [21], DLFix [45],
Recoder [18], RewardRepair [74], SelfAPR [19], and many
others [43], [75]. These approaches suffer from interpretabil-
ity issues and mostly can repair simple bugs (e.g., single-
line bugs). In contrast, our approach generates patches by
reusing existing code, which complements them based on
our experimental results. The latest LLM-based APR methods
further improved repair performance [20], [22], [43], [76],
[77]. For example, Repilot [23] integrates CodeT5 [78] with
a completion engine to enhance repair performance, while
GAMMA [24] utilizes CodeBERT and UniXcoder [79] to fill
predefined repair templates. Unlike REPATT, these methods
treat LLMs as black boxes and are still facing challenges
related to interpretability [80], data leakage [81], and general-
izability [82]. In addition, according to our evaluation results,
our approach also complements these LLM-based methods,
and thus can be further combined with them for better APR.

VIII. CONCLUSION

To enhance redundancy-based APR, this paper proposes
REPATT, a novel repair technique using a two-level pattern
mining process for precise patch generation via fine-grained
code reuse. Evaluations on Defects4J v1.2 and v2.0 show
that REPATT complements existing methods by repairing
unique bugs and improving patch precision in real-world
repair scenarios. Furthermore, we present the first attempt at
combining different approaches to improve the SOTA APRs.
Our promising results encourage further research, and we have
open-sourced our data and implementations for replication and
exploration [40].
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